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Abstract—Multi-view learning is a promising research field that aims to enhance learning performance by integrating information from diverse data perspectives. Due to the increasing interest in graph neural networks, researchers have gradually incorporated various graph models into multi-view learning. Despite significant progress, current methods face challenges in extracting information from multiple graphs while simultaneously accommodating specific downstream tasks. Additionally, the lack of a subsequent refinement process for the learned graph leads to the incorporation of noise. To address the aforementioned issues, we propose a method named generative essential graph convolutional network for multi-view semi-supervised classification. Our approach integrates the extraction of multi-graph consistency and complementarity, graph refinement, and classification tasks within a comprehensive optimization framework. This is accomplished by extracting a consistent graph from the shared representation, taking into account the complementarity of the original topologies. The learned graph is then optimized through downstream-specific tasks. Finally, we employ a graph convolutional network with a learnable threshold shrinkage function to acquire the graph embedding. Experimental results on benchmark datasets demonstrate the effectiveness of our approach.

Index Terms—Multi-view learning, graph convolutional network, learnable graph, learnable threshold shrinkage activation.

I. INTRODUCTION

WITH the rapid development of multimedia technology, acquiring multiple views of an object has become more accessible across various fields. For instance, news articles may be covered by multiple news outlets, and an image can be analyzed using different feature extractors. These different perspectives or representations of data are collectively referred to as multi-view data. Compared to single-view data, multi-view data provides more comprehensive feature information. Building on these datasets, a learning paradigm known as multi-view learning has emerged. Multi-view learning has demonstrated remarkable success in various applications, including data mining, machine learning, computer vision, and with the Key Laboratory of Intelligent Metro, Fujian Province University, Fuzhou 350108, China, and also with the Key Laboratory of Data Science and Intelligence Application, Minnan Normal University, Zhangzhou, Fujian, 363000, China (email: hongzhaocn@163.com).

In real-world scenarios, collecting sufficient labeled data, especially for multi-view data, is often challenging due to the need for expertise and considerable time investment. Therefore, it is essential to effectively leverage unlabeled data in multi-view learning. Extensive research has demonstrated that multi-view semi-supervised classification methods can effectively utilize a small amount of labeled data to guide the prediction of a larger amount of unlabeled data. In recent years, graphs have emerged as a powerful tool for analyzing non-Euclidean data. For example, graphs have been utilized to model the intricate relationships among individuals in social networks and the interaction forces between molecules. This trend has played a crucial role in advancing the development of graph-based methods. Among numerous multi-view semi-supervised algorithms, graph-based techniques have garnered significant attention due to their ability to construct a more complex graph where the nodes represent labeled and unlabeled examples and propagate label information through the edges. However, numerous graph-based multi-view semi-classification methods are shallow models that face challenges in effectively integrate the structural information of the graph with the intrinsic characteristics of the data. Consequently, there is an increasing anticipation of harnessing the potential of deep learning to attain more favorable outcomes.

Graph Convolutional Network (GCN) has garnered considerable attention due to its ability to encode both graph structure and sample features as potential representations. This unique property has led to significant improvements in various applications, including link prediction, action recognition, and recommendation systems. Many researchers have introduced GCNs into the multi-view domain by mining hidden connections on multi-view data. However, the majority of constructed multi-view graphs often neglect downstream-specific tasks while seeking consistent and complementary connections among views, leading to underutilization of feature information. Furthermore, there is a notable absence of a refinement process for the constructed graphs, which allows the noisy connections to impact the performance of GCNs.

To address the aforementioned challenges, we propose a framework named Generative Essential Graph Convolutional Network (GEGCN). This framework integrates the process of constructing the graph with the classification task while simultaneously extracting topological consistency and complementarity across multiple views. Specifically, the generator
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The framework is demonstrated in Fig. 1. The main contribution is the development of a denoised GCN that incorporates an adaptive threshold shrinkage function. This function plays a crucial role in the process of graph learning by selectively retaining strong connections while disregarding unimportant ones in the graph. As a result, the technique learns refined graph and extracts robust graph embeddings.

In terms of the training approach, we employ a strategy where each submodule optimizes its parameters independently. The framework is demonstrated in Fig. 1. The main contributions of this paper are summarized as follows:

- Propose a framework that extracts both the consistency and complementarity of multi-view topologies while linking them to downstream tasks.
- Develop a denoised GCN that contains a learnable threshold shrinkage function to adaptively filter the noise contained in the learned graph.
- Substantial experiments on benchmark datasets show that the proposed framework achieves superior performance compared to other state-of-the-art algorithms.

II. RELATED WORK

In this section, a comprehensive review of the literature related to our study is provided. Firstly, an overview of graph convolutional networks is presented, followed by a detailed discussion of different approaches to multi-view learning. Lastly, the primary techniques used for constructing multi-view graphs are outlined.

A. Graph Convolutional Network

Graph Convolutional Network (GCN) was proposed by Kipf and Welling [20] as a powerful tool for analyzing graph data. The propagation rule of GCN is shown below:

\[
H^{(l+1)} = \sigma(\tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2} H^{(l)} W^{(l)}),
\]

where \(H^{(l)}\) and \(H^{(l+1)}\) represent the input and output of the \(l\)-th layer graph convolution, \(\tilde{A} = A + I\) is the adjacency matrix with added self-loops, \(\tilde{D}_{ii} = \sum_j \tilde{A}_{ij}\), \(W^{(l)}\) is the learnable parameter of the \(l\)-th layer, and \(\sigma(\cdot)\) is the activation function. Here, \(I\) represents the identity matrix. Due to the effectiveness of GCN, many variants and extensions have been proposed, which have shown encouraging performance [31, 32]. Peng et al. [33] utilized a combination of graph convolutional networks and matrix decomposition to capture nonlinear interactions and leveraged the similarity of measurements. Wang et al. [34] dissected the steps of linear network utilizing the shared representations obtained from multiple views to learn the graph and incorporate information from downstream tasks. In contrast, discriminator networks leverage geometric priors in the original space, considering the unique connectivity specific to each graph. Additionally, we introduce a denoised GCN that incorporates an adaptive threshold shrinkage function. This function plays a crucial role in the process of graph learning by selectively retaining strong connections while disregarding unimportant ones in the graph. As a result, the technique learns refined graph and extracts robust graph embeddings.
GCN from the perspective of continuous graph diffusion, and analyzed why additional propagation steps did not benefit linear GCN, and proposed decoupling graph convolution to separate terminal time and feature propagation. Zhong et al. \cite{45} proposed a comparative learning framework that jointly utilized topological graph and adaptive graph with feature information, and constructed a self-supervised mechanism to enrich the limited label information. Chen et al. \cite{36} utilized two simple and effective techniques: initial residuals and identity mapping, and provided theoretical and empirical evidence that these two techniques can effectively mitigate the problem of over-smoothing. While existing GCN models demonstrate commendable performance on graph-structured data, certain limitations arise when dealing with data that lacks natural topology.

B. Multi-view Learning

Multi-view learning has demonstrated remarkable effectiveness in diverse practical domains. Processing multi-view data typically involves exploring the consistency and complementarity between diverse views to extract valuable information. Sun et al. \cite{37} introduced a novel approach to leverage different views with consistent categorical margins, presenting a generalized form of a multi-view maximum entropy discriminant solution instantiated under a specific a priori formulation. Chao et al. \cite{38} proposed a method for multi-view classification that aligned data from different views into a shared subspace while incorporating original features to enhance consensus and complementarity. Peng et al. \cite{39} proposed a novel objective function to simultaneously obtain geometric consistency and clustering assignment consistency in the data, thereby facilitating the direct learning of almost any parameter from the data. Chao et al. \cite{17} employed geometric information from marginal distributions in unlabeled data to construct semi-supervised classifiers and leveraged expectation Laplace regularization in probabilistic models for semi-supervised learning. Lin et al. \cite{40} proposed a joint framework that aimed to maximize the mutual information of different views through contrastive learning for consistency and minimized the conditional entropy through pairwise prediction to recover missing views. Lin et al. \cite{41} achieved the learning of consistent representations for different views and the recovery of missing views by simultaneously maximizing the mutual information across diverse views and minimizing the conditional entropy of pairwise predictions. Yang et al. \cite{42} introduced a contrastive learning paradigm aimed at addressing both the issue of the partial view inconsistency and the problem of the partial sample missing within a unified framework. All of these studies collectively demonstrate that multi-view learning exhibits superior performance compared to single-view learning. However, a common drawback across them is the absence of topological consistency and specificity in extracting multi-view graphs. This limitation presents challenges in effectively developing graph-based multi-view methods.

C. Multi-view Graph Construction

When using graph-based algorithms, it is essential to construct graphs for real-world multi-view data, as they frequently lack a natural topology. One of the most commonly used graph construction algorithms is the k-nearest neighbors (kNN), which achieves promising results \cite{43,44}, defined as

\[ A_{ij}^{(v)} = \begin{cases} 1, & x_i^{(v)} \in kNN(x_j^{(v)}) \text{ or } x_j^{(v)} \in kNN(x_i^{(v)}), \\ 0, & \text{otherwise}, \end{cases} \tag{2} \]

where \( A_{ij}^{(v)} \) is the \((i,j)\)-th element of the \(v\)-th view adjacency matrix, \( x_i^{(v)} \) represents the \(i\)-th row vector of \( X^{(v)} \), and \( kNN(x_i^{(v)}) \) denotes the set of \( k \) nearest neighbors of \( x_i^{(v)} \). Tang et al. \cite{45} took a traditional predefined graph matrix, such as a cosine similarity graph, and learned an improved graph for each individual view to capture the geometric structure of the original space using an iterative cross-diffusion process. Li et al. \cite{46} introduced a method that constructs an intrinsic similarity graph in a spectral embedding space rather than the original feature space. Wu et al. \cite{47} learned the view-specific affinity matrix based on the projection map and its intrinsic tensor using low-rank tensor approximation, and jointly learned the optimal affinity matrix by integrating these two conditions. While current methods for constructing multi-view graphs have to be promising, they encounter challenges in integrating the extraction of both consistency and complementarity from multi-view graphs while linking them with specific downstream tasks. This limitation may lead to the constructed graphs that are not sufficiently informative and tend to be suboptimal for addressing downstream tasks.

III. THE PROPOSED METHOD

A. Overview and Notations

In this section, we denote multi-view data to be \( X = \{X^{(1)}, X^{(2)}, \ldots, X^{(V)}\} \), where \( V \) is the number of views and \( X^{(v)} \) is the \(v\)-th view data. For the \(v\)-th view, we have \( X^{(v)} \in \mathbb{R}^{n \times d_v} \), where \( n \) represents the number of data and \( d_v \) represents the feature dimension. We present a unified optimization framework for multi-view semi-supervised classification. The framework extracts both topological consistency and complementarity while integrating multi-view graph construction and the downstream classification tasks. We introduce three iterative optimization networks to ensure that the learned graph effectively captures both the labeling information of the downstream task and the consistency and complementarity of the geometry of the original space. In addition, our method employs a learnable threshold shrinkage function that dynamically adjusts the threshold to improve the quality of the underlying graph.

To facilitate the understanding of the mathematical symbols used in this paper, we have included Table I with an explanation for each symbol. This table clarifies the meaning and interpretation of the symbols, enhancing the comprehension of the presented concepts.
TABLE I 
SYMBOLIC NOTATIONS WITH THEIR DESCRIPTIONS.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>X(v)</td>
<td>The v-th view feature matrix.</td>
</tr>
<tr>
<td>A(v)</td>
<td>The graph constructed from X(v) by kNN.</td>
</tr>
<tr>
<td>P(v)</td>
<td>The v-th view projection matrix.</td>
</tr>
<tr>
<td>Y</td>
<td>Label matrix with n x c.</td>
</tr>
<tr>
<td>Z</td>
<td>The shared representation of the features.</td>
</tr>
<tr>
<td>O(l,v)</td>
<td>Input of the network to the l-th layer.</td>
</tr>
<tr>
<td>W_p(l,v), b_p(l,v)</td>
<td>Weights and biases of the network.</td>
</tr>
<tr>
<td>Φ</td>
<td>Learnable parameters of the generator.</td>
</tr>
<tr>
<td>W_d</td>
<td>Learnable parameters of the discriminator.</td>
</tr>
<tr>
<td>H(l)</td>
<td>Learned weight matrix of the l-th layer of GCN.</td>
</tr>
<tr>
<td>A</td>
<td>Input of GCNs in the l-th layer, where H(l) = Z.</td>
</tr>
<tr>
<td>A</td>
<td>The learned adjacency matrix.</td>
</tr>
<tr>
<td>ρ(·)</td>
<td>Learnable threshold shrinkage function.</td>
</tr>
<tr>
<td>θ1, θ2</td>
<td>Learnable variables in ρ(·).</td>
</tr>
<tr>
<td>ϵ</td>
<td>The gap between θ1 and θ2.</td>
</tr>
<tr>
<td>σ(·)</td>
<td>Optional activation function.</td>
</tr>
</tbody>
</table>

B. Shared Representation Learning Module

Shared Representation Extraction Network. To investigate the intricate connections among different views, our method draws inspiration from the reconstruction approach and posits multiple views stemming from a shared latent representation. Given a multi-view dataset $\mathcal{X} = \{X^{(1)}, \ldots, X^{(V)}\}$, where $X^{(v)} \in \mathbb{R}^{n \times d_v}$ denotes the features of the $v$-th view with $d_v$ dimensions. We aim to obtain a shared representation $Z$ that can be transformed back to the original feature space using different projection matrices. The objective function can be defined as

$$\min_{Z} \sum_{v=1}^{V} \|X^{(v)} - ZP^{(v)}\|_F^2, \quad (3)$$

where $P^{(v)}$ denotes the projection matrix of the $v$-th view and $\| \cdot \|_F$ represents the Frobenius norm. To enhance the flexibility of this process, we introduce a neural network-based approach for approximation. The formulation of this approach is as follows,

$$O^{(l+1,v)} = \sigma(O^{(l,v)}W_p^{(l,v)} + b_p^{(l,v)}), \quad (4)$$

where $O^{(0,v)} = Z$, $W_p^{(l,v)}$ and $b_p^{(l,v)}$ are weight and bias of $l$-th layer, respectively, and $\sigma(\cdot)$ is the layer-specific activation function. The loss function of this process is defined as

$$L_{re} = \sum_{v=1}^{V} \|X^{(v)} - O^{(L,v)}\|_F^2, \quad (5)$$

where $L$ is the layer number of the neural network. Considering that the shared representations above only take into account the views themselves without considering downstream tasks, our objective is to integrate both inter-view consistency and downstream task information into the learning process. To accomplish this, we combine the classification loss $L_{ce}$ and the reconstruction loss $L_{re}$ to derive the final reconstruction loss $L_{re}'$. The specifics are as follows:

$$L_{re}' = L_{re} + \alpha L_{ce}, \quad (6)$$

where $L_{re}$ is the cross-entropy loss which will be defined in the following part and $\alpha$ is the hyperparameter.

C. Graph Learning Module

To capture the inherent connectivity patterns across multiple views, we employ a generator network tasked with transforming the acquired shared representations into adjacency matrices, reflecting the consistent similarity between samples. Subsequently, the discriminator network utilizes the graphs in the original space as a geometric prior, dynamically adjusting the weight assignment of each node’s neighbors to capture complementarity. The details of this process are outlined below.

Graph Discriminator. The discriminator $D$ assigns a score to each edge in a given adjacency matrix $A$. A higher score indicates a better quality of the node connection. The form is as follows,

$$D(A) = \text{Diag}(\sigma(AW_d)), \quad (7)$$

where $\text{Diag}: \mathbb{R}^{n \times n} \to \mathbb{R}^{n \times 1}$ extracts the diagonal elements of the matrix as a vector, and $W_d$ is a learnable scoring matrix. To ensure that the generator retains the distinctive information about the topology of the original space, we incorporate the node connections from the original space as the geometric prior with high scores. The primary objective of the discriminator is to assign a high score to the topology observed in the original space while assigning a low score to the topology generated by the generator. The objective function is as follows,

$$\max_{W_d} \sum_{i=1}^{n} D(A^{(v)})_i + \min_{W_d} \sum_{i=1}^{n} D(G(Z))_i, \quad (8)$$

where $A^{(v)}$ is the adjacency matrix of the $v$-th view constructed by kNN, and $G(\cdot)$ is the graph generator defined as follows. The loss function of the discriminator can be defined as

$$L_D = -\sum_{v=1}^{n} \log[D(A^{(v)})_i] - \sum_{i=1}^{n} \log[1 - D(G(Z)_i)], \quad (9)$$

Graph Generator. The graph generator utilizes the shared representation to establish the similarities between pairs of samples in a given space. We propose that the graph structure is a function of the features and define $A$ as follows,

$$A_{ij} = G(Z)_{ij} = \varphi(\text{MLP}_\Phi([z_i; z_j]) + \text{MLP}_\Phi([z_i; z_j])), \quad (10)$$

where $\varphi(\cdot) : \mathbb{R} \to [0, 1]$, $z_i$ is the $i$-th sample of the shared representation $Z$, MLP refers to a multi-layer perceptron parameterized with $\Phi$ and $\cdot;\cdot$ denotes the concatenation operator. We intentionally enforce $A_{ij} = A_{ji}$ to ensure the symmetry of the generative graph structure, as our primary focus is on dealing with symmetric graphs. However, it is also possible to adapt this approach to an asymmetric graph by adjusting the following $A_{ij} = \varphi(\text{MLP}_\Phi([z_i; z_j]))$.

The goal of the graph generator is to learn node connectivity that can be assigned high scores from the discriminator. This objective is defined by the following objective function,

$$\max_{\Phi} \sum_{i=1}^{n} D(G(Z))_i, \quad (11)$$
The loss function of the generator can be defined as
\[
\mathcal{L}_G = -\sum_{i=1}^{n} \log[\mathcal{D}(\mathcal{G}(Z))_i].
\] (12)

Upon further consideration, we acknowledge that the previously mentioned objective function for obtaining the adjacency matrix does not explicitly consider the requirements of specific downstream tasks. To overcome this limitation, we propose incorporating information of the node labels to provide additional guidance for the generation of the underlying connections. This can be achieved by introducing a loss function,
\[
\mathcal{L}_{ce} = \sum_{i \in \Omega} f(GCN(\mathcal{G}(Z), Z_i), Y_i),
\] (13)

where the function \( f(\cdot) \) represents the discrepancy between the predicted label obtained by the learned graph and the actual value of the sample. The sample set \( \Omega \) represents the label matrix derived from \( Y \in \mathbb{R}^{n \times c} \). GCN(\cdot) refers to a denoised graph convolutional network that incorporates a learnable threshold contraction function. The details of this function are described in the subsequent subsection. The modified loss function of the generator can be defined as
\[
\mathcal{L}_{G'} = \mathcal{L}_G + \mathcal{L}_{ce}.
\] (14)

D. Denoised Graph Convolutional Network

Due to the possibility of minor noise in the essential graph obtained from the previous module, a refinement process is required to filter out insignificant values without compromising the strong connectivity relationships. In this regard, we introduce an adaptive threshold shrinkage function that can effectively refine the learned adjacency matrix. This function \( \rho(\cdot) \) is defined as follows,
\[
\rho(x; \theta_1, \theta_2) = w_1\text{ReLU}(x - \theta_1) - w_2\text{ReLU}(x - \theta_2),
\] (15)

where \( w_1 = \frac{\theta_1}{\theta_2 - \theta_1} \) and \( w_2 = \frac{\theta_2}{\theta_2 - \theta_1} \). \( \theta_1 \) and \( \theta_2 \) are learnable parameters with \( 0 < \theta_1 < \theta_2 < 1 \). To ensure this constraint is satisfied during the training process, a learnable variable \( \theta \) and an activation function Sigmoid are used to generate \( \theta_1 \) and \( \theta_2 \). The details are shown below,
\[
\theta_1 = \frac{\text{Sigmoid}(\theta)}{2}, \theta_2 = \frac{\text{Sigmoid}(\theta)}{2} + \epsilon,
\]

where \( \epsilon \) is a pre-defined parameter used to measure the gap between \( \theta_1 \) and \( \theta_2 \). Equation (15) is called Learnable Piecewise ReLU (LPReLU). The comparison of ReLU, Soft thresholding, and LPReLU is shown in Fig. 2. The update formula for GCN with threshold function is defined as follows
\[
H^{(l+1)} = \sigma(\hat{D}^{-\frac{1}{2}}\rho(\hat{A}; \theta_1, \theta_2)\hat{D}^{-\frac{1}{2}}H^{(l)}W^{(l)}),
\] (16)

where \( H^{(0)} = Z \). The prediction carried out by a two-layer GCN can be written as
\[
H^{(2)} = \text{softmax}(\hat{A}\sigma(\hat{A}H^{(0)}W^{(1)})W^{(2)}),
\] (17)

where \( \hat{A} = \hat{D}^{-\frac{1}{2}}\rho(\hat{A}; \theta_1, \theta_2)\hat{D}^{-\frac{1}{2}} \) and the loss of GCN with learnable threshold shrinkage function can be calculated as
\[
\mathcal{L}_{ce} = -\sum_{i \in \Omega} \sum_{j = 1}^{c} Y_{ij} \log H_{ij}.
\] (18)

E. Model Training

To obtain the final predictive representation, we initially acquire a shared representation across multiple views using the shared representation learning module. Subsequently, our graph learning module undergoes alternating training to learn an essential graph. This learned graph is further refined using a learnable threshold shrinkage function \( \rho(\cdot) \). The refined essential graph \( \hat{A} \) is then combined with the shared representation \( Z \) using GCN to derive the predictive representation \( \hat{Z} \).

IV. EXPERIMENTAL ANALYSIS

A. Experimental Setup

In this section, we evaluate the performance of the proposed method on seven real-world datasets. Table III comprises a description of these datasets, including the numbers of samples, views, and data types.

<table>
<thead>
<tr>
<th>Datasets</th>
<th># Samples</th>
<th># Views</th>
<th># Classes</th>
<th># Data types</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRAZ02</td>
<td>1,476</td>
<td>6</td>
<td>4</td>
<td>Object image</td>
</tr>
<tr>
<td>HW</td>
<td>2,000</td>
<td>6</td>
<td>10</td>
<td>Digit image</td>
</tr>
<tr>
<td>OutScene</td>
<td>2,688</td>
<td>4</td>
<td>8</td>
<td>Object image</td>
</tr>
<tr>
<td>100leaves</td>
<td>1,600</td>
<td>3</td>
<td>100</td>
<td>Object image</td>
</tr>
<tr>
<td>MNIST</td>
<td>10,000</td>
<td>3</td>
<td>10</td>
<td>Digit image</td>
</tr>
<tr>
<td>Scene15</td>
<td>4,485</td>
<td>3</td>
<td>15</td>
<td>Object image</td>
</tr>
<tr>
<td>NoisyMNIST</td>
<td>15,000</td>
<td>2</td>
<td>10</td>
<td>Digit image</td>
</tr>
</tbody>
</table>
Algorithm 1 Generative Essential Graph Convolutional Network (GEGCN)

Input: Multi-view data $X = \{X^{(1)}, \ldots, X^{(V)}\}$, label set $Y$, the number of GCN layers $L$, the number of neighbors $k$ and the hyperparameters $\epsilon$ and $\alpha$.

Output: Predictive output $H$.

1: Initialize the parameters $\{W^{(l,v)}_p, b^{(l,v)}_p\}_{l=1}^L$ of the consistent representation learning module;
2: Initialize the parameters $\Phi$ and $W_d$ of the generator $G$ and the discriminator $D$ respectively;
3: Initialize the parameters $\theta$ and $\{W^{(l)}\}_{l=1}^L$ of the denoised graph convolutional network;
4: Calculate adjacency matrices $\{A^{v}\}_{v=1}^V$ via kNN;
5: while not convergent do
6: Compute $Z$, optimize $\{W^{(l,v)}_p, b^{(l,v)}_p\}_{l=1}^L$ by backward propagation with Equation (9);
7: Compute $A$ by $G(Z)$, and optimize $\Phi$ by backward propagation with Equation (14);
8: Compute $\{D(A^{v})\}_{v=1}^V$ and $D(A)$, and optimize $W_d$ by backward propagation with Equation (9);
9: Calculate $H$ of the learnable GCN with Equation (17);
10: Update $\{W^{(l)}\}_{l=1}^L$ and $\theta$ of the learnable GCN with back propagation;
11: end while
12: return Predictive output $H$.

- GRAZ02 [49]: This widely used object dataset comprises images from four different classes and includes six commonly used representations: 512-D GIST features, 225-D WT features, 256-D LBP features, 500-D SIFT features, 500-D SURF features, and 680-D PHOG features.
- HW [48]: It consists of 2,000 pictures categorized into 6 classes, with 153-D Profile-correlation features, 596-D Fourier-coefficient features, 301-D Karhunen-Loeve-coefficient features, 27-D Morphological features, 481-D intensity-averaged features, 157-D Zernike Moment features.
- OutScene [49]: This image dataset contains 2,688 instances categorized into eight classes. It includes 512-D GIST features, 59-D LBP features, 864-D HOG features, and 254-D GENT features.
- 100leaves [45]: This dataset contains 1,600 plant species categorized into 100 classes. Each plant species is characterized by three extracted visual features: 64-D shape descriptor features, 64-D fine scale margin features, and 64-D texture histogram features.
- MNIST [50]: It comprises 10,000 images from 10 classes and includes three commonly used features: 30-D Iso-projection, 9-D Linear Discriminant Analysis, and 9-D Neighborhood Preserving Embedding features.
- Scene15 [51]: This scene image dataset comprises 4,485 images categorized into 15 different categories, with three perspectives captured for each image. The feature dimensions for each perspective are 1,800, 1,180, and 1,240, respectively.
- NoisyMNIST [52]: It is comprised of randomly selected 15,000 samples from the MNIST image database in 10 classes. Therein, the given images come with white Gaussian noise of varied intensities.

We describe the compared algorithms and the experimental setup. The following algorithms are used for testing, including MVAR [48], WREG [53], HLR-M2VS [54], ERL-MVSC [55], Co-GCN [56], DSRL [57], LGCN-FF [43], IMvGCN [44] and JFGCN [58]. A description of these methods is given below.

- MVAR: This framework utilizes the $\ell_{2,1}$-norm to compute the regression loss for each independent view. The trade-off weight for each view is set as $\lambda = 1e^3$, and the redistribution parameter $r$ is fixed at 2.
- WREG: It is a framework that maps the concatenation of raw features onto a discriminative low-dimensional subspace to integrate multi-view data. We select the trade-off $\lambda$ in $\{1e^{-3}, 1e^{-2}, 1e^{-1}, 1e^{0}, 1e^{1}, 1e^{2}, 1e^{3}\}$ and set the termination parameter $\epsilon = 1e^{-3}$.
- HLR-M2VS: The framework constructs a unified tensor space to jointly explore the relationships among multiple views using a local geometric structure. We select the weighted factors as $\lambda_1 = 0.2$ and $\lambda_2 = 0.4$.
- ERL-MVSC: The framework integrates diversity, sparsity, and consensus to deftly handle multi-view data with limited labels. We set the smoothing factor $\alpha = 2$, the embedding parameter $\beta = 1$, the regularization parameter $\gamma = 1$, and the fitting coefficient $\delta = 10$.
- Co-GCN: The method introduces GCN into multi-view learning and obtains multi-view spectral information by adaptively combining Laplacian matrices. The settings for the graph convolutional layers are 2 and the number of neighbors is 10.
- DSRL: The framework uses a deep sparse regularizer learning model to adaptively learn data-driven sparse regularizers for multi-view clustering and semi-supervised classification. The number of layers is fixed at 10.
- LGCN-FF: The framework considers a joint neural network of both feature and graph fusion. The default setting for hyperparameters controlling the sparsity penalty degree is $\beta = 1$.
- IMvGCN: The framework introduces multi-view reconstruction errors paired with Laplace embeddings to capture independence and consistency. The default setting for hyperparameters $\lambda = 0.5$ and $\alpha = 1e^{-5}$.
- JFGCN: It is an end-to-end joint fusion framework designed to simultaneously execute consistent feature fusion and adaptive topology adjustment. The default setting for the hyperparameter is $\lambda = 1$.

In the proposed method, the shared representation $Z$ is randomly initialized with a dimension of 100. The features of each view are reconstructed from the shared representation through a series of fully connected networks with the number of neurons set to $(100, 1024, d_v)$, where $d_v$ represents the dimension of the $v$-th view feature.

For the samples employed as labels, we independently selected 10% of the data for each category randomly. In
### TABLE III

Classification results (mean% and standard deviation%) of all compared semi-supervised classification methods with 10% labeled samples as supervision, where the best results are highlighted in bold, and the second-best results are highlighted in underlined.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Metrics</th>
<th>ACC</th>
<th>WREG</th>
<th>HLR-M²VS</th>
<th>ERL-MVSC</th>
<th>Co-GCN</th>
<th>DSRL</th>
<th>LGCN-FF</th>
<th>ImvGCN</th>
<th>JFGCN</th>
<th>GEGCN-S</th>
<th>GEGCN</th>
</tr>
</thead>
<tbody>
<tr>
<td>100leaves</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ACC</td>
<td>39.1 (2.4)</td>
<td>40.1 (3.1)</td>
<td>52.8 (2.1)</td>
<td>29.1 (4.9)</td>
<td>67.9 (1.6)</td>
<td>62.1 (0.6)</td>
<td>61.7 (0.5)</td>
<td>84.4 (1.1)</td>
<td>81.4 (1.1)</td>
<td>88.4 (0.1)</td>
<td>91.1 (0.5)</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>67.7 (5.9)</td>
<td>61.3 (6.3)</td>
<td>57.7 (0.1)</td>
<td>64.4 (1.8)</td>
<td>58.1 (0.1)</td>
<td>60.4 (0.6)</td>
<td>61.7 (0.5)</td>
<td>84.4 (1.1)</td>
<td>81.4 (1.1)</td>
<td>88.4 (0.1)</td>
<td>91.1 (0.5)</td>
</tr>
</tbody>
</table>

| HW         |         |      |      |          |          |        |      |         |        |       |         |       |
|            | ACC     | 77.8 (2.6) | 89.1 (0.4) | 86.9 (0.0) | 91.5 (2.8) | 78.7 (0.7) | 92.5 (0.2) | 93.9 (0.9) | 93.4 (2.5) | 94.8 (0.2) | 94.8 (0.5) | 96.0 (0.2) |
|            | F1      | 81.6 (0.9) | 91.1 (0.5) | 72.9 (0.6) | 81.6 (0.9) | 81.6 (0.9) | 81.6 (0.9) | 81.6 (0.9) | 81.6 (0.9) | 81.6 (0.9) | 81.6 (0.9) | 81.6 (0.9) |

| MNIST      |         |      |      |          |          |        |      |         |        |       |         |       |
|            | ACC     | 84.4 (0.3) | 88.9 (0.5) | 83.2 (0.1) | 91.6 (0.1) | 90.6 (0.5) | 89.5 (0.0) | 86.9 (0.1) | 88.1 (1.1) | 89.9 (0.6) | 93.6 (0.1) | 93.5 (0.1) |
|            | F1      | 84.6 (0.3) | 88.8 (0.5) | 83.2 (0.1) | 91.6 (0.1) | 90.6 (0.5) | 89.5 (0.0) | 86.9 (0.1) | 88.1 (1.1) | 89.9 (0.6) | 93.6 (0.1) | 93.5 (0.1) |

| GRAZ02     |         |      |      |          |          |        |      |         |        |       |         |       |
|            | ACC     | 52.5 (1.8) | 43.4 (3.5) | 54.7 (2.6) | 54.1 (1.3) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) |
|            | F1      | 52.9 (2.0) | 43.6 (3.6) | 54.7 (2.6) | 54.1 (1.3) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) | 53.1 (1.5) |

| Scene15    |         |      |      |          |          |        |      |         |        |       |         |       |
|            | ACC     | 44.3 (9.7) | 52.3 (2.0) | 67.4 (1.3) | 63.1 (1.2) | 58.7 (1.1) | 61.8 (0.9) | 50.1 (4.4) | 65.6 (3.0) | 72.2 (0.6) | 71.8 (0.3) | 72.9 (0.4) |
|            | F1      | 45.8 (8.4) | 52.5 (2.0) | 67.4 (1.3) | 63.1 (1.2) | 58.7 (1.1) | 61.8 (0.9) | 50.1 (4.4) | 65.6 (3.0) | 72.2 (0.6) | 71.8 (0.3) | 72.9 (0.4) |

| OutScene   |         |      |      |          |          |        |      |         |        |       |         |       |
|            | ACC     | 46.1 (11.3) | 57.6 (1.8) | 73.3 (1.3) | 68.8 (1.4) | 71.0 (2.1) | 44.7 (0.8) | 61.1 (1.0) | 77.2 (0.7) | 79.0 (0.5) | 77.8 (0.3) | 78.3 (0.6) |
|            | F1      | 50.8 (11.3) | 58.6 (1.6) | 75.2 (1.2) | 69.2 (1.4) | 71.3 (2.0) | 42.1 (2.9) | 57.9 (1.6) | 77.4 (0.8) | 79.4 (0.5) | 77.9 (0.3) | 78.4 (0.7) |

| NoisyMNIST |         |      |      |          |          |        |      |         |        |       |         |       |
|            | ACC     | 70.1 (0.5) | 76.5 (0.4) | OM       | OM       | 83.6 (1.2) | 91.6 (0.2) | 70.7 (3.3) | 88.6 (0.1) | 87.8 (0.6) | 95.7 (0.2) | 96.3 (0.3) |
|            | F1      | 69.4 (0.5) | 76.1 (0.3) | OM       | OM       | 83.0 (1.4) | 91.4 (0.2) | 70.2 (3.2) | 88.2 (0.1) | 87.6 (0.6) | 95.0 (0.2) | 96.2 (0.2) |

Limited by the computational complexity of the algorithm and machine resources, some models encounter out-of-memory errors when processing the NoisyMNIST dataset, indicated by “OM”.

---

**Fig. 3.** T-SNE visualization of semi-supervised classification results from the compared methods on the HW dataset.

**Fig. 4.** Visualization of the weighted average adjacency matrix, the adjacency matrix obtained by LGCN-FF, and the adjacency matrix learned by GEGCN. The matrices are represented using colors, with darker shades indicating higher element values. Notably, red boxes are used to emphasize reduced or vanishing node connections.
Fig. 5. The performance (Accuracy %) of all compared methods on six test datasets with the ratio of labeled samples ranging from 0.05 to 0.50.

instances where labeled samples fail to yield integer values after calculation, we applied upward rounding. For the graph generator, we utilize an MLP with the number of neurons fixed as (200, 32, 1). The graph discriminator uses a randomly initialized learnable weight matrix, denoted as $W_d$. We employ a two-layer GCN with an Adam optimizer, setting the learning rate as $lr=0.01$ and the weight decay as $5e^{-4}$. The used activation function is the ReLU function. The gap between $\theta_1$ and $\theta_2$ is set as $\epsilon = 0.05$. For the $k$NN algorithm utilized to construct the adjacency matrices, the hyperparameter $k$ is varied within a range from 5 to 15. Additionally, we establish a simplified version of GEGCN, denoted as GEGCN-S, where the optimization is solely based on the loss function $L_{rc}$. In this version, the shared representation can be precomputed and is not involved in the model’s optimization process. The code has been uploaded to Github.

B. Multi-view Semi-supervised Classification

In this subsection, we performed experiments on seven real-world datasets using 10% labeled samples for supervision. The used evaluation metrics are classification accuracy and F1-score, and the results are presented in Table III. The experimental results demonstrate that the proposed approach outperforms most other methods on all the datasets, indicating its superiority in terms of classification performance. Notably, for the GRAZ02 and 100leaves datasets, GEGCN exhibits remarkable improvements, showcasing its capability to effectively capture correlations among multigraphs derived from small datasets.

To provide a visual representation of the classification performance of GEGCN, we acquire the representations of all methods and project them onto a two-dimensional space utilizing t-distributed random neighborhood embedding (t-SNE), respectively. Subsequently, color codes are assigned to the mapped 2D data on the ground truth. In Fig. 3, the consistency of our proposed approach with the ground truth class labels, along with its ability to generate clear inter-class partition lines, further strengthens the validity and superiority of our model.

Fig. 4 presents visualizations of the graphs learned through different approaches: the weighted average of the adjacency matrix, the graph derived from LGCN-FF, and GEGCN. Notably, the adjacency matrix learned by the proposed method demonstrates a distinctively pure and refined structure. The improved performance of GEGCN can be attributed to its utilization of downstream label information for learning and optimization, combined with the use of LPRelu. This process selectively eliminates small connections between samples of different categories while preserving connections among samples of the same category. Consequently, the resulting adjacency matrix becomes sparser and more robust, leading to an enhancement in the graph structure.

https://github.com/long319/GEGCN
Fig. 6. The convergence curves of training loss values and test accuracy with GEGCN on six datasets.

Fig. 7. The convergence curves of generator loss values and discriminator loss values with GEGCN on six datasets.
Additionally, Fig. 5 presents the performance of each comparative algorithm under varying labeled sample rates. The findings from the figure indicate that GEGCN is especially suitable for semi-supervised classification tasks, as it exhibits commendable performance even when confronted with limited sample label rates. Conversely, the alternative methods necessitate a substantially larger amount of supervised information to achieve comparable levels of performance. To assess the statistical significance of the experimental results at high supervision ratios, we employ the Friedman test [59]. Table IV displays the p-value for the traditional methods, the network-based methods, and all methods across six test datasets. Notably, all p-values at high supervision ratios are below 0.05. Consequently, we reject the null hypothesis, indicating that the performance of the compared methods at high ratios is significantly different at a confidence level of 95%.

### Table IV

<table>
<thead>
<tr>
<th>Methods/Ratio</th>
<th>0.40</th>
<th>0.45</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional Methods</td>
<td>0.018</td>
<td>0.013</td>
<td>0.030</td>
</tr>
<tr>
<td>Network-based Methods</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>All Methods</td>
<td>1.3e-5</td>
<td>1.4e-5</td>
<td>1.6e-5</td>
</tr>
</tbody>
</table>

### C. Convergence Analysis

In this subsection, we provide a comprehensive analysis of the convergence behavior of GEGCN across all datasets. Fig. 6 shows the convergence curves of cross-entropy loss and test accuracy, offering insights into the training process. From the figure, it can be observed that the loss and accuracy stabilize and converge after approximately 500 training iterations for all datasets. Notably, the loss curve for the MNIST dataset exhibits a steep decline during the training process, which may be attributed to the large number of samples and the presence of noisy connections in the learned graph. Once the threshold shrinkage function adjusts the threshold to an appropriate point, it effectively removes unreasonable connections and improves performance. Additionally, by gradually adjusting the threshold until the next equilibrium point is reached, larger noise is filtered out, leading to further enhancements in performance.

Fig. 7 presents the convergence curves for the generator and discriminator losses. From the figure, it can be observed that the loss of the discriminator gradually decreases over time, while the loss of the generator gradually increases. Eventually, both losses reach a point of stability or convergence. Both losses stabilize and converge after approximately 1,000 training iterations. However, the proposed method requires a larger number of training iterations on the MNIST dataset due to its larger sample size.

### D. Ablation Study

To showcase the impact of the learned graph and the threshold shrinkage function, additional tests were conducted. These evaluations assessed the performance under various conditions, namely without utilizing the learned graph (referred to as G-WL), without applying the threshold shrinkage function (referred to as G-WT), and without employing both (referred to as G-WTL). The experimental results are presented in Table V. The results clearly show that the learned graph effectively captures the connectivity among the samples, surpassing the graphs derived from the original space. This enhancement is particularly noticeable in the 100leaves dataset which comprises multiple categories, where the graphs in the original space may encompass unreliable connections. Through the learned graph, we can identify connections that more accurately represent the data, thereby adapting to downstream tasks. Upon comparing the performance of G-WT and GEGCN, it is apparent that the performance of GEGCN is further enhanced, underscoring the effectiveness of the proposed learnable threshold shrinkage function.

### E. Parameter Sensitivity

In this subsection, we conduct a parameter sensitivity analysis of our proposed method for all datasets using accuracy and F1-score as evaluation metrics. The impact of the parameter k is presented in the accompanying Fig. 8. The results indicate that the proposed model remains stable across most of the datasets and achieves optimal performance when the hyperparameter k is set to 10. Interestingly, we observe a peculiar phenomenon in the 100leaves dataset where the performance gradually decreases as k increases. Building on this observation, we provide the average homophilic rate of the constructed graph, as illustrated in Table VI. Notably, it is observed that the homophilic rate of the dataset 100leaves experiences a marked decrease as the value of k increases, contributing to the phenomenon of performance degradation. Simultaneously, we conduct a sensitivity analysis on the hyperparameter α, with the results depicted in Fig. 9. It is evident from the figure that α = 1 or 0.1 consistently yields satisfactory results across
the majority of datasets. Additionally, our experimental results indicate that the proposed framework consistently outperforms state-of-the-art algorithms, even without requiring specific parameter tuning. These findings highlight the effectiveness and competitiveness of our approach in addressing multi-view semi-supervised classification tasks.

### Table VI

<table>
<thead>
<tr>
<th>Dataset</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>100leaves</td>
<td>61.6</td>
<td>44.7</td>
<td>35.9</td>
<td>29.7</td>
<td>25.5</td>
<td>22.4</td>
<td>20.0</td>
<td>18.1</td>
</tr>
<tr>
<td>GRAZ02</td>
<td>46.6</td>
<td>42.1</td>
<td>40.3</td>
<td>39.3</td>
<td>38.5</td>
<td>37.9</td>
<td>37.5</td>
<td>37.0</td>
</tr>
<tr>
<td>HW</td>
<td>74.7</td>
<td>68.0</td>
<td>64.0</td>
<td>61.1</td>
<td>58.7</td>
<td>56.8</td>
<td>55.1</td>
<td>53.8</td>
</tr>
<tr>
<td>MNIST</td>
<td>94.7</td>
<td>91.4</td>
<td>89.3</td>
<td>88.0</td>
<td>87.0</td>
<td>86.2</td>
<td>85.6</td>
<td>85.0</td>
</tr>
<tr>
<td>OutScene</td>
<td>57.5</td>
<td>52.0</td>
<td>49.2</td>
<td>47.6</td>
<td>46.4</td>
<td>45.4</td>
<td>44.5</td>
<td>43.8</td>
</tr>
<tr>
<td>Scene15</td>
<td>59.5</td>
<td>51.3</td>
<td>47.1</td>
<td>44.7</td>
<td>43.0</td>
<td>41.7</td>
<td>40.6</td>
<td>39.7</td>
</tr>
<tr>
<td>NoisyMNIST</td>
<td>77.4</td>
<td>75.7</td>
<td>72.9</td>
<td>70.4</td>
<td>68.3</td>
<td>66.8</td>
<td>65.5</td>
<td>64.4</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This paper introduces an end-to-end framework called GEGCN which aims to enhance the performance of graph embeddings by incorporating view consistency, complementarity, and downstream task information in graph construction. The framework begins by obtaining a shared representation, which is then transformed into a graph with consistency. This process gradually integrates the specificity of each view graph and combines it with information from downstream tasks. To enhance the reliability and sparsity of the learned graphs, we propose a denoised GCN with a learnable threshold shrinkage function. This function dynamically adjusts the threshold to effectively filter out noisy connections, resulting in a purer graph. The final step involves obtaining robust graph embeddings using the denoised GCN. Experimental results on various datasets showcase the effectiveness of the proposed framework.

This study proposes several intriguing potential research directions that warrant further exploration. Currently, GCN-based multi-view algorithms primarily focus on investigating the consistency and complementarity of the feature space. These approaches typically rely on the $k$NN algorithm for constructing multi-view data topology with notable limitations, particularly concerning the high heterogeneity of the resulting graphs. Exploring novel approaches to measuring inter-sample similarity represents a promising direction for enhancing the performance of GCN on multi-view data. In future research, we intend to extend the application of GEGCN beyond multi-view data to various other domains.
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